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Stability for Neural Networks With Time-Varying
Delays via Some New Approaches

Oh-Min Kwon, Myeong-Jin Park, Sang-Moon Lee, Ju H. Park, and Eun-Jong Cha

Abstract— This paper considers the problem of delay-
dependent stability criteria for neural networks with time-
varying delays. First, by constructing a newly augmented
Lyapunov–Krasovskii functional, a less conservative stability
criterion is established in terms of linear matrix inequalities.
Second, by proposing novel activation function conditions which
have not been proposed so far, further improved stability criteria
are proposed. Finally, three numerical examples used in the
literature are given to show the improvements over the existing
criteria and the effectiveness of the proposed idea.

Index Terms— Lyapunov method, neural networks, stability,
time-varying delays.

I. INTRODUCTION

THE stability analysis of neural networks is an interesting
issue because it can be applied to various fields, including

reconstructing a moving image, signal processing, pattern
recognition, designing associative memories, fixed-point com-
putations, and other scientific areas [1]–[7]. It is no less
important that the equilibrium points of the designed network
are stable because the application of neural networks is heavily
dependent on the dynamic behavior of the networks. Also, on
account of the occurrence of integration and communication
delays in the hardware implementation of neural networks,
many researchers have devoted time and effort to delay-
dependent stability analysis of neural networks with time
delays [8]–[27], because it is well known that delay-dependent
stability criteria are generally less conservative than delay-
independent ones when the size of the time delay is small.

In the field of delay-dependent stability analysis of neural
networks, a lot of weight has been placed on the reduction
of conservatism of the stability criteria. It is well recognized
that an important index for checking the conservatism of
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stability criteria is to get maximum delay bounds such that the
designed networks are asymptotically stable for any delay less
than the maximum delay bounds. Therefore, the construction
of a suitable Lyapunov–Krasovskii (LK) functional and its
estimation calculated by taking the time derivative of the
chosen LK functional play key roles in enhancing the feasible
region of stability criteria.

To do this, Zhu and Yang [19] proposed a new type of
Lyapunov functional to ensure larger delay bounds for neural
networks with time-varying delays. By taking more informa-
tion about time-varying delays and states as augmented vectors
and constructing a new LK functional, some new results on
stability criteria for neural networks with time-varying delays
were proposed [20]. In [21], a novel method, named the
delay-slope-dependent method, was proposed by using the
fact the neuron activation functions are sector-bounded and
nondecreasing.

Recently, to reduce the conservatism of stability criteria
in the field of delay-dependent stability analysis, the popular
method has been a delay-partitioning method which divides
delay interval into some subintervals. As a tradeoff between
the time consumed and improvement of the feasible region, the
delay-partition number has been chosen as two in many works
[22]–[27]. In this regard, in [22] and [23], by utilizing different
free-weighting matrices in two delay subintervals, some new
methods were proposed to reduce the conservatism of the
stability criteria for neural networks with time-varying delays.
Recently, by taking a new augmented vector, which includes
the information of time-varying delays, a new asymptotic
stability criterion was proposed in [24], and its extended
result was presented in [25] by constructing a triple integral
form of the LK functional to improve the feasible region of
stability criteria for neural networks with time-varying delays.
Very recently, by utilizing the method of [22], exponential
stability of neural networks with interval time-varying delays
and general activation functions was investigated in [27].
In [28]–[30], a generalized delay-partitioning method to
enhance the feasible region of stability criteria was proposed.
One of the main advantages of the methods utilized in
[22]–[30] is that they can obtain tighter upper bounds by
calculating the time derivative of the LK functional, which
leads to less conservative results. However, when the delay-
partitioning number increases, the matrix formulation becomes
more complex and the computational burden and time con-
sumption grow bigger. It should be noted that, as mentioned
in [31], the ability and performance of neural networks are
influenced by the choice of the activation functions. Therefore,
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it is natural to look for an alternative view to reduce the
conservatism of stability criteria.

Motivated by the above discussion, some new delay-
dependent stability criteria for neural networks with time-
varying delays in which both the upper and lower bounds
of delay derivative are available are proposed in this paper
by employing different approaches. The contributions of this
paper are threefold.

1) Unlike the method of [22]–[30], no delay-partitioning
methods are utilized. Instead, by taking more informa-
tion of states and activation functions as augmented
vectors and constructing a new LK functional, an aug-
mented LK functional is proposed. Then, inspired by the
work of [32]–[34], a sufficient condition, such that the
considered neural networks are asymptotically stable, is
derived in Theorem 1.

2) Based on the result of Theorem 1, a novel approach par-
titioning the bounding of activation function is proposed
in Theorem 2. As a tradeoff between the time consumed
and improvement of the feasible region, the bounding of
the activation function is divided into two subintervals.

3) With the same LK functional considered in Theorem
two, a new activation function condition, which has not
been considered so far in the literature, is proposed and
utilized in Theorem 3 to reduce the conservatism of the
stability criterion.

By utilizing the results of Theorem 3, when only the upper
bound of the delay derivative of the time-varying delay is
available, the corresponding stability criterion is proposed in
Corollary 1. Lastly, when the information about the delay
derivative of time-varying delay is unknown, Corollary 2 is
presented as a special case of Corollary 1. Through three
numerical examples taken from the literature, it is shown that,
in spite of not employing delay-partitioning approaches, the
proposed stability criteria can provide larger delay bounds than
the recent results in which delay-partitioning techniques were
utilized.

Notation: R
n is the n-dimensional Euclidean space, and

R
m×n denotes the set of m × n real matrix. ‖ · ‖ refers to

the Euclidean vector norm and the induced matrix norm. For
symmetric matrices X and Y , the notation X > Y (respec-
tively, X ≥ Y ) means that the matrix X − Y is positive defi-
nite, (respectively, nonnegative). diag {· · · } denotes the block
diagonal matrix. � represents the elements below the main
diagonal of a symmetric matrix. X[ f (t)] ∈ R

m×n means that
the elements of matrix X[ f (t)] include the scalar value of f (t).

II. PROBLEM STATEMENTS

Consider the following neural networks with discrete time-
varying delays:

ẏ(t) = −Ay(t) + W0g(y(t)) + W1g(y(t − h(t))) + b (1)

where y(t) = [y1(t), . . . , yn(t)]T ∈ R
n is the neuron

state vector, n denotes the number of neurons in a neural
network, g(y(t)) = [g1(y1(t)), . . . , gn(yn(t))]T ∈ R

n means
the neuron activation functions, g(y(t − h(t))) = [g1(y1(t −
h(t))), . . . , gn(yn(t − h(t))) ]T ∈ R

n , A = diag{ai} ∈ R
n×n

is a positive diagonal matrix, W0 = (w0
i j )n×n ∈ R

n×n and
W1 = (w1

i j )n×n ∈ R
n×n are the interconnection matrices

representing the weight coefficients of the neurons, and b =
[b1, b2, . . . , bn]T ∈ R

n represents a constant input vector.
The delay h(t) is a time-varying continuous function that

satisfies the following three cases, where hU , h Dl , and h Du

are known constants.
C1) Time-varying delay: 0≤h(t)≤hU ,h Dl ≤ ḣ(t)≤hDu<1.
C2) Time-varying delay: 0 ≤ h(t) ≤ hU , ḣ(t) ≤ h Du.
C3) Time-varying delay: 0 ≤ h(t) ≤ hU .
For C1, let us define ∇d in the following set:

�d :=
{
∇d |∇d ∈ conv

{
∇1

d , ∇2
d

}}
(2)

where conv denotes the convex hull, ∇1
d = hl

D , and ∇2
d = hu

D .
Then, there exists a parameter θ > 0 such that ḣ(t) can be
expressed as a convex combination of the vertices as follows:

ḣ(t) = θ∇1
d + (1 − θ)∇2

d . (3)

If a matrix M[ḣ(t)] is affinely dependent on ḣ(t), then M[ḣ(t)]
can be expressed as convex combinations of the vertices

M[ḣ(t)] = θ M[∇1
d

] + (1 − θ)M[∇2
d

]. (4)

From (4), if a stability condition is affinely dependent on ḣ(t),
then it needs only to check at the vertex values of ḣ(t) instead
of checking all values of ḣ(t) [35]. This property will be
utilized in Section III.

The neuron activation functions satisfy the following
assumption.

Assumption 1: The neuron activation functions gi (·), i =
1, . . . , n are continuous, bounded, and satisfy

k−
i ≤ gi(u) − gi(v)

u − v
≤ k+

i , u, v ∈ R

u �= v, i = 1, . . . , n (5)

where k+
i and k−

i are constants.
Remark 1: In Assumption 1, k+

i and k−
i can be allowed to

be positive, negative, or zero. As mentioned in [21], Assump-
tion 1 describes the class of globally Lipschitz continuous
and monotone nondecreasing activation when k−

i = 0 and
k+

i > 0. And the class of globally Lipschitz continuous and
monotone increasing activation functions can be described
when k+

i > k−
i > 0.

For simplicity, in stability analysis of (1), the equilibrium
point y∗ = [

y∗
1 , . . . , y∗

n

]T whose uniqueness has been reported
in [21] is shifted to the origin by utilizing the transformation
x(·) = y(·) − y∗, which leads (1) to the following form:

ẋ(t) = −Ax(t) + W0 f (x(t)) + W1 f (x(t − h(t))) (6)

where x(t) = [x1(t), . . . , xn(t)]T ∈ R
n is the state vector of

the transformed system f (x(t)) = [ f1(x(t)), . . . , fn(x(t))]T

and f j (x j (t)) = g j (x j (t) + y∗
j ) − g j (y∗

j ) with f j (0) = 0( j =
1, . . . , n).

It should be noted that the activation functions fi (·) (i =
1, . . . , n) satisfy the following condition [15]:

k−
i ≤ fi (u) − fi (v)

u − v
≤ k+

i , u, v ∈ R,

u �= v, i = 1, . . . , n. (7)
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If v = 0 in (7), then we have

k−
i ≤ fi (u)

u
≤ k+

i ∀ u �= 0, i = 1, . . . , n (8)

which is equivalent to
[

fi (u) − k−
i u

] [
fi (u) − k+

i u
] ≤ 0, i = 1, . . . , n. (9)

The objective of this paper is to investigate the delay-
dependent stability analysis of (6), which will be done in
Section III.

Before deriving our main results, we state the following
lemmas.

Lemma 1: For any constant positive-definite matrix M ∈
R

n×n and β ≤ s ≤ α, the following inequalities hold:

(α − β)

∫ α

β
ẋ T (s)Mẋ(s)ds

≥
(∫ α

β
ẋ(s)ds

)T

M

(∫ α

β
ẋ(s)ds

)
(10)

(α − β)2

2

∫ α

β

∫ α

s
ẋ T (u)Mẋ(u)duds

≥
(∫ α

β

∫ α

s
ẋ(u)duds

)T

M

(∫ α

β

∫ α

s
ẋ(u)uds

)
. (11)

Proof: According to Jensen’s inequality in [36], one can
obtain (10). Moreover, the following inequality holds:

(α − s)
∫ α

s
ẋ T (u)Mẋ(u)du

≥
(∫ α

s
ẋ(u)du

)T

M

(∫ α

s
ẋ(u)du

)
. (12)

By Schur complements [37], (12) is equivalent to
[ ∫ α

s ẋ T (u)Mẋ(u)du
∫ α

s ẋ T (u)du∫ α
s ẋ(u)du (α − s)M−1

]
≥ 0. (13)

Integration of (13) from β to α yields
[ ∫ α

β

∫ α
s ẋ T (u)Mẋ(u)duds

∫ α
β

∫ α
s ẋ T (u)duds∫ α

β

∫ α
s ẋ(u)duds

∫ α
β (α − s)M−1ds

]
≥ 0. (14)

Therefore, (14) is equivalent to (11) according to Schur
complements. This completes the proof. �

Lemma 2 [38]: Let ζ ∈ R
n , � = �T ∈ R

n×n , and B ∈
R

m×n such that rank(B) < n. Then, the following statements
are equivalent:

1) ζ T �ζ < 0, Bζ = 0, ζ �= 0;
2) (B⊥)T �B⊥ < 0

where B⊥ is a right orthogonal complement of B .

III. MAIN RESULTS

In this section, new delay-dependent stability criteria for
neural networks with time-varying delays (6) are derived.
For simplicity of matrix representation, ei (i = 1, . . . , 13) ∈
R

13n×n are defined as block entry matrices. (For example,

eT
3 = [0 0 I 0 0 0 0 0 0 0 0 0 0]). The notations for some

matrices are defined as follows:
ζ T (t) =

[
x T (t) x T (t − h(t)) x T (t − hU ) ẋ T (t)

× ẋ T (t − hU )

∫ t

t−h(t)
x T (s)ds

×
∫ t−h(t)

t−hU

x T (s)ds f T (x(t))

× f T (x(t − h(t))) f T (x(t − hU ))

×
∫ t

t−h(t)
f T (x(s))ds

∫ t−h(t)

t−hU

f T (x(s))ds

× ẋ T (t − h(t))
]

� = [−A 0 0 −I 0 0 0 W0 W10 0 0 0
]

αT (t) =
[

xT (t) x T (t − hU )
∫ t

t−hU
x T (s)ds

∫ t
t−hU

f T (x(s))ds x T (t − h(t))
]

βT (t) = [
x T (t) ẋ T (t) f T (x(t))

]

	1 = [
e1 e3 e6 + e7 e11 + e12 e2

]

	2 = [
e4 e5 e1 − e3 e8 − e10 e13

]

	3 = [
e1 e4 e8

]
, 	4 = [

e3 e5 e10
]

	5 = [
e2 e13 e9

]

	6 = [
e6 e1 − e2 e11 e7 e2 − e3 e12

]

ϒ1[∇k
d ] = diag{I, I, I, I, (1 − ∇k

d )I }
�1 = [e8 − e1 Km] �1eT

4 + e4�1 [e8 − e1 Km]T

+ [
e1K p − e8

]
�1eT

4 + e4�1
[
e1K p − e8

]T

+ [e10 − e3Km ] �3eT
5 + e5�3 [e10 − e3 Km ]T

+ [
e3K p − e10

]
�3eT

5 + e5�3
[
e3 K p − e10

]T

�2[∇k
d ] = (1 − ∇k

d )
{

[e9 − e2 Km ] �2eT
13

+ e13�2 [e9 − e2 Km ]T + [
e2 K p − e9

]

× �2eT
13 + e13�2

[
e2 K p − e9

]T
}

 =
(

h2
U /2

)2
e4 Q3eT

4

−(hU e1 − e6 − e7)Q3(hU e1 − e6 − e7)
T

� = hU e1 Q4eT
1 + hU e4 Q5eT

4 + e1 P1eT
1

+e2(−P1 + P2)e
T
2 − e3 P2eT

3

� = − [e8 − e1Km ] H1
[
e8 − e1 K p

]T

− [
e8 − e1K p

]
H1 [e8 − e1Km ]T

− [e9 − e2 Km] H2
[
e9 − e2 K p

]T

− [
e9 − e2 K p

]
H2 [e9 − e2 Km ]T

− [e10 − e3Km ] H3
[
e10 − e3 K p

]T

− [
e10 − e3K p

]
H3 [e10 − e3Km ]T

�1[∇k
d ] = 	1Rϒ1[∇k

d ]	
T
2 + 	2ϒ

T
1[∇k

d ]R	T
1 + 	3N	T

3

−	4N	T
4 + �1 + �2[∇k

d ] + 	3Q1	
T
3

+(1 − ∇k
d )	5(−Q1 + Q2)	

T
5 − 	4Q2	

T
4

+h2
U 	3G	T

3 − 	6

[G S
� G

]
	T

6 +  + �. (15)
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Now, the following theorem is given by the first main result.
Theorem 1: For a given positive scalar hU , any one h Dl and

h Du with C1, diagonal matrices K p = diag{k+
1 , . . . , k+

n } and
Km = diag{k−

1 , . . . , k−
n }, (6) is asymptotically stable for 0 ≤

h(t) ≤ hU and h Dl ≤ ḣ(t) ≤ h Du < 1 if there exist positive
diagonal matrices �i = diag{λ1i , . . . , λni } (i = 1, 2, 3), �i =
diag{δ1i , . . . , δni } (i = 1, 2, 3), Hi = diag{h1i , . . . , hni } (i =
1, 2, 3), positive definite matrices R ∈ R

5n×5n , N ∈ R
3n×3n ,

Q1 ∈ R
3n×3n , Q2 ∈ R

3n×3n , G ∈ R
3n×3n , Qi (i = 3, 4, 5) ∈

R
n×n , and any matrix S ∈ R

3n×3n and symmetric matrices
Pi ∈ R

n×n (i = 1, 2), satisfying the following linear matrix
inequalities (LMIs):

(
�⊥)T (

�1[∇k
d ] + �

)(
�⊥)

< 0 (16)
[G S

� G
]

> 0 (17)
[

Q4 P1
� Q5

]
> 0,

[
Q4 P2
� Q5

]
> 0 ∀k = 1, 2 (18)

where �1[∇k
d ] and � are defined in (15), and �⊥ is the right

orthogonal complement of �.
Proof: For positive diagonal matrices �i ,�i (i =

1, 2, 3) and positive definite matrices R, N , Q1, Q2, G, and
Qi (i = 3, 4, 5), let us take the LK functional candidate

V =
7∑

i=1

Vi (19)

where

V1 = αT (t)Rα(t)

V2 =
∫ t

t−hU

βT (s)Nβ(s)ds

V3 = 2
n∑

i=1

(
λ1i

∫ xi (t)

0
( fi (s) − k−

i s)ds

+δ1i

∫ xi (t)

0
(k+

i s − fi (s))ds

)

+2
n∑

i=1

(
λ2i

∫ xi (t−h(t))

0
( fi (s) − k−

i s)ds

+δ2i

∫ xi (t−h(t))

0
(k+

i s − fi (s))ds

)

+2
n∑

i=1

(
λ3i

∫ xi (t−hU )

0
( fi (s) − k−

i s)ds

+δ3i

∫ xi (t−hU )

0
(k+

i s − fi (s))ds

)

V4 =
∫ t

t−h(t)
βT (s)Q1β(s)ds +

∫ t−h(t)

t−hU

βT (s)Q2β(s)ds

V5 = hU

∫ t

t−hU

∫ t

s
βT (u)Gβ(u)duds

V6 = (h2
U /2)

∫ t

t−hU

∫ t

s

∫ t

u
ẋ T (v)Q3 ẋ(v)dvduds

V7 =
∫ t

t−hU

∫ t

s
x T (u)Q4x(u)duds

+
∫ t

t−hU

∫ t

s
ẋ T (u)Q5 ẋ(u)duds. (20)

By the time derivative of V1, it can be given as

V̇1 = 2αT (t)Rα̇(t)

= 2

⎡
⎢⎢⎢⎢⎢⎣

x(t)
x(t − hU )∫ t

t−h(t) x(s)ds + ∫ t−h(t)
t−hU

x(s)ds∫ t
t−h(t) f (x(s))ds + ∫ t−h(t)

t−hU
f (x(s))ds

x(t − h(t))

⎤
⎥⎥⎥⎥⎥⎦

T

×R

⎡
⎢⎢⎢⎢⎣

ẋ(t)
ẋ(t − hU )

x(t) − x(t − hU )
f (x(t)) − f (x(t − hU ))

(1 − ḣ(t))ẋ(t − h(t))

⎤
⎥⎥⎥⎥⎦

= ζ T (t)
(
	1Rϒ1[ḣ(t)]	

T
2 + 	2ϒ

T
1[ḣ(t)]R	T

1

)
ζ(t) (21)

where

ϒ1[ḣ(t)] = diag
{

I, I, I, I, (1 − ḣ(t))I
}
. (22)

Also, we have

V̇2 = βT (t)Nβ(t) − βT (t − hU )TNβT (t − hU )

= ζ T (t)
[
	3N	T

3 − 	4N	T
4

]
ζ(t). (23)

Calculation of V̇3 gives

V̇3 = 2 [ f (x(t)) − Km x(t)]T �1 ẋ(t)

+2
[
K px(t) − f (x(t))

]T
�1ẋ(t)

+(1 − ḣ(t))
{

2 [ f (x(t − h(t))) − Km x(t − h(t))]T

×�2 ẋ(t − h(t))

+2
[
K px(t − h(t)) − f (x(t − h(t)))

]T

×�2 ẋ(t − h(t))}
+2 [ f (x(t − hU )) − Km x(t − hU )]T �3 ẋ(t − hU )

+2
[
K px(t − hU ) − f (x(t − hU ))

]T
�3 ẋ(t − hU )

= ζ T (t)
(
�1 + �2[ḣ(t)]

)
ζ(t) (24)

where �1 was defined in (15) and

�2[ḣ(t)] = (1 − ḣ(t))
{

[e9 − e2 Km ] �2eT
13

+e13�2 [e9 − e2 Km ]T

+ [
e2 K p − e9

]
�2eT

13

+e13�2
[
e2 K p − e9

]T
}
. (25)
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Calculation of V̇4 leads to

V̇4 = βT (t)Q1β(t)

−(1 − ḣ(t))βT (t − h(t))Q1β(t − h(t))

+(1 − ḣ(t))βT (t − h(t))Q2β(t − h(t))

−βT (t − hU )Q2β(t − hU )

= ζ T (t)
[
	3Q1	

T
3 + (1 − ḣ(t))	5(−Q1 + Q2)	

T
5

−	4Q2	
T
4

]
ζ(t). (26)

By use of Lemma 1 introduced in Section II and Theorem 1
in [33], if (17) holds, then an estimation of V̇5 can be obtained
as

V̇5 = h2
U βT (t)Gβ(t) − hU

∫ t

t−h(t)
βT (s)Gβ(s)ds

−hU

∫ t−h(t)

t−hU

βT (s)Gβ(s)ds

≤ h2
U βT (t)Gβ(t) −

(
hU

h(t)

)(∫ t

t−h(t)
β(s)ds

)T

G

×
(∫ t

t−h(t)
β(s)ds

)
−

(
hU

hU − h(t)

)

×
(∫ t−h(t)

t−hU

β(s)ds

)T

G ×
(∫ t−h(t)

t−hU

β(s)ds

)

≤ h2
U βT (t)Gβ(t) −

[ ∫ t
t−h(t) β(s)ds∫ t−h(t)
t−hU

β(s)ds

]T [
G S
� G

]

×
[ ∫ t

t−h(t) β(s)ds∫ t−h(t)
t−hU

β(s)ds

]

= ζ T (t)

{
h2

U 	3G	T
3 − 	6

[
G S
� G

]
	T

6

}
ζ(t). (27)

For the detailed proof of (27), see [39].
By Lemma 1, V̇6 is bounded as

V̇6 = (h2
U /2)2ẋ T (t)Q3 ẋ(t)

−(h2
U /2)

∫ t

t−hU

∫ t

s
ẋ T (u)Q3 ẋ(u)duds

≤ (h2
U /2)2ẋ T (t)Q3 ẋ(t) −

(∫ t

t−hU

∫ t

s
ẋ(u)duds

)T

×Q3

(∫ t

t−hU

∫ t

s
ẋ(u)duds

)

= (h2
U /2)2ẋ T (t)Q3 ẋ(t)

−
(

hU x(t) −
∫ t

t−hU

x(s)ds

)T

×Q3

(
hU x(t) −

∫ t

t−hU

x(s)ds

)

= (h2
U /2)2ẋ T (t)Q3 ẋ(t)

−
(

hU x(t) −
∫ t

t−h(t)
x(s)ds −

∫ t−h(t)

t−hU

x(s)ds

)T

×Q3

(
hU x(t) −

∫ t

t−h(t)
x(s)ds −

∫ t−h(t)

t−hU

x(s)ds

)

= ζ T (t)ζ(t). (28)

Finally, V̇7 is easily obtained as

V̇7 = hU x T (t)Q4x(t) −
∫ t

t−hU

x T (s)Q4x(s)ds

+hU ẋ T (t)Q5 ẋ(t) −
∫ t

t−hU

ẋ T (s)Q5 ẋ(s)ds. (29)

Inspired by the work of [34], the following two zero equalities
with any symmetric matrices P1 and P2 are considered:

0 = xT (t)P1x(t) − x T (t − h(t))P1x(t − h(t))

−2
∫ t

t−h(t)
x T (s)P1 ẋ(s)ds

0 = xT (t − h(t))P2x(t − h(t)) − xT (t − hU )P2x(t − hU )

−2
∫ t−h(t)

t−hU

x T (s)P2 ẋ(s)ds. (30)

With the zero equalities, an upper bound of V̇7 is

V̇7 ≤ ζ T (t)�ζ(t)

−
∫ t

t−h(t)

[
x(s)
ẋ(s)

]T [
Q4 P1
� Q5

] [
x(s)
ẋ(s)

]
ds

−
∫ t−h(t)

t−hU

[
x(s)
ẋ(s)

]T [
Q4 P2
� Q5

] [
x(s)
ẋ(s)

]
ds.

(31)

If (18) hold, then

V̇7 ≤ ζ T (t)�ζ(t). (32)

From (8), for any positive diagonal matrices Hi =
diag{h1i , . . . , hni } (i = 1, 2, 3), the following inequality
holds:

0 ≤ −2
n∑

i=1

hi1
[

fi (xi (t)) − k−
i xi (t)

]

× [
fi (xi (t)) − k+

i xi (t)
]

−2
n∑

i=1

hi2
[

fi (xi (t − h(t))) − k−
i xi(t − h(t))

]

× [
fi (xi (t − h(t))) − k+

i xi (t − h(t))
]

−2
n∑

i=1

hi3
[

fi (xi (t − hU )) − k−
i xi (t − hU )

]

× [
fi (xi (t − hU )) − k+

i xi (t − hU )
]

= ζ T (t)�ζ(t). (33)

From (19)–(33) and by application of the S-procedure [37], if
(18) holds, then an upper bound of V̇ is

V̇ ≤ ζ T (t)
(
�1[ḣ(t)] + �

)
ζ(t) (34)

where

�1[ḣ(t)] = 	1Rϒ1[ḣ(t)]	
T
2 + 	2ϒ

T
1[ḣ(t)]R	T

1 + 	3N	T
3

−	4N	T
4 + �1 + �2[ḣ(t)] + 	3Q1	

T
3

+(1 − ḣ(t))	5(−Q1 + Q2)	
T
5 − 	4G2	

T
4

+h2
U 	3G	T

3 − 	6

[G S
� G

]
	T

6 +  + �. (35)
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It should be noted that �1[ḣ(t)] is affinely dependent on ḣ(t).
By Lemma 2, ζ T (t)(�1[ḣ(t)] + �)ζ(t) < 0 with 0 = �ζ(t) is
equivalent to (�⊥)T (�1[ḣ(t)] + �)�⊥ < 0. Thus, if (16) for
k = 1, 2, (17), and (18) hold, then (6) is asymptotically stable
for 0 ≤ h(t) ≤ hU and h Dl ≤ ḣ(t) ≤ h Du . This completes
our proof. �

Remark 2: Recently, the reciprocally convex optimization
technique to reduce the conservatism of stability criteria
for systems with time-varying delays was proposed in [33].
Motivated by this paper, the proposed method of [33] was
utilized in (27). In Theorem 1, an augmented vector ζ(t)
including the integral terms

∫ t
t−h(t) x(s)ds,

∫ t−h(t)
t−hU

x(s)ds,∫ t
t−h(t) f (x(s))ds,

∫ t−h(t)
t−hU

f (x(s))ds was used, which is dif-
ferent from those in the literature. Also, by taking the states
x(t − h(t)) and x(t − hU ) as interval of integral terms as
shown in the second and third terms of V3, more information
on the cross terms in ( f (x(t −h(t))), x(t −h(t)), ẋ(t −h(t)))
and ( f (x(t − hU )), x(t − hU ), ẋ(t − hU )) were utilized,
which has not been proposed yet. Furthermore, the term∫ t−h(t)

t−hU
βT (s)Q2β(s)ds are chosen as LK functional for the

first time when h Dl ≤ ḣ(t) ≤ h Du . These three considerations
are main differences in the construction of the LK functional
candidate.

Remark 3: Based on the condition (8) and by S-procedure,
most of the previous papers were utilized (33) in deriving
the asymptotic stability criteria until now. As mentioned in
the introduction, all works in [22]–[27] had chosen the delay-
partitioning number as two as a tradeoff between computa-
tional burden and enhancement of feasible region in stability
criteria. That is, the condition 0 ≤ h(t) ≤ hU is divided
into 0 ≤ h(t) ≤ hU /2 and hU /2 ≤ h(t) ≤ hU . It should
be noted that when the number of delay-partitioning number
increases, the matrix formulation becomes more complex and
the dimension of stability condition grows bigger because the
dimension of an augmented vector increases. In this paper,
inspired by the fact that the ability and performance are related
to the choice of activation functions [31], the bounding of
activation function k−

i ≤ ( fi (u)/u) ≤ k+
i is divided into

two subintervals such as k−
i ≤ ( fi (u)/u) ≤ (k−

i + k+
i )/2

and (k−
i + k+

i )/2 ≤ ( fi (u)/u) ≤ k+ instead of using the
delay-partitioning approach. This result will be introduced in
Theorem 2. Through three numerical examples, it will be
shown Theorem 2 significantly improves the feasible region
of stability criterion comparing with those of Theorem 1.

Next, based on the results of Theorem 1, a novel approach
for delay-dependent stability criterion for (6) is introduced. For
the sake of simplicity in matrix representation, the notations
for some matrices of Theorem 2 are defined as

�a = −
[

e8 − e1

(
Km + K p

2

)]
H1 [e8 − e1Km ]T

− [e8 − e1Km ] H1

[
e8 − e1

(
Km + K p

2

)]T

−
[

e9 − e2

(
Km + K p

2

)]
H2 [e9 − e2Km ]T

− [e9 − e2Km ] H2

[
e9 − e2

(
Km + K p

2

)]T

−
[

e10 − e3

(
Km + K p

2

)]
H3 [e10 − e3Km ]T

− [e10 − e3 Km] H3

[
e10 − e3

(
Km + K p

2

)]T

�b = − [
e8 − e1 K p

]
H4

[
e8 − e1

(
Km + K p

2

)]T

−
[

e8 − e1

(
Km + K p

2

)]
H4

[
e8 − e1K p

]T

− [
e9 − e2 K p

]
H5

[
e9 − e2

(
Km + K p

2

)]T

−
[

e9 − e2

(
Km + K p

2

)]
H5

[
e9 − e2 K p

]T

− [
e10 − e3 K p

]
H6

[
e10 − e3

(
Km + K p

2

)]T

−
[

e10 − e2

(
Km + K p

2

)]
H6

[
e10 − e3K p

]T
. (36)

Now, the following theorem is the second main result.
Theorem 2: For a given positive scalar hU , any one h Dl and

h Du with C1, diagonal matrices K p = diag{k+
1 , . . . , k+

n } and
Km = diag{k−

1 , . . . , k−
n }, (6) is asymptotically stable for 0 ≤

h(t) ≤ hU and h Dl ≤ ḣ(t) ≤ h Du < 1 if there exist positive
diagonal matrices �i = diag{λ1i , . . . , λni } (i = 1, 2, 3), �i =
diag{δ1i , . . . , δni } (i = 1, 2, 3), Hi = diag{h1i , . . . , hni } (i =
1, . . . , 6), positive definite matrices R ∈ R

5n×5n , N ∈
R

3n×3n , Q1 ∈ R
3n×3n , Q2 ∈ R

3n×3n , G ∈ R
3n×3n , Qi (i =

3, 4, 5) ∈ R
n×n , and any matrix S ∈ R

3n×3n and symmetric
matrices Pi ∈ R

n×n (i = 1, 2), satisfying the following LMIs:
(
�⊥)T (

�1[∇k
d ] + �a

) (
�⊥)

< 0 (37)
(
�⊥)T (

�1[∇k
d ] + �b

) (
�⊥)

< 0 (38)
[G S

� G
]

> 0 (39)
[

Q4 P1
� Q5

]
> 0,

[
Q4 P2
� Q5

]
> 0 ∀k = 1, 2 (40)

where �1[∇k
d ], and � are defined in (15), �a and �b are in

(36), and �⊥ is the right orthogonal complement of �.
Proof: For positive diagonal matrices �i , �i (i = 1, 2, 3)

and positive definite matrices R, N , G, Q1, Q2, Qi (i =
3, 4, 5), let us consider the same LK functional (62) proposed
in Theorem 1.

Case 1:

k−
i ≤ ( fi (u) − fi (v)/u − v) ≤ (k−

i + k+
i )/2.

Let us choose v = 0. It should be noted that the condition
k−

i ≤ ( fi (u)/u) ≤ (k−
i + k+

i )/2 is equivalent to

[
fi (u) − k−

i u
] [

fi (u) − ((k−
i + k+

i )/2)u
]

< 0,

i = 1, . . . , n. (41)

From (41), for any positive diagonal matrices H1 = diag
{h11, . . . , h1n}, H2 = diag{h21, . . . , h2n}, and H3 = diag
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{h31, . . . , h3n}, the following inequality holds:

0 ≤ −2
n∑

i=1

h1i
[

fi (xi (t)) − k−
i xi(t)

]

×
[

fi (xi (t)) −
(

k−
i + k+

i

2

)
xi (t)

]

−2
n∑

i=1

h2i
[

fi (xi (t − h(t))) − k−
i xi (t − h(t))

]

×
[

fi (xi (t − h(t))) −
(

k−
i + k+

i

2

)
xi(t − h(t))

]

−2
n∑

i=1

h3i
[

fi (xi (t − hU )) − k−
i xi (t − hU )

]

×
[

fi (xi (t − hU )) −
(

k−
i + k+

i

2

)
xi (t − hU )

]

= ζ T (t)�aζ(t). (42)

Then, from the proof of Theorem 1, when k−
i ≤ ( fi (u)/u) ≤

(k−
i + k+

i )/2, an upper bound of V̇ can be

V̇ ≤ ζ T (t)
{
�1[ḣ(t)] + �a

}
ζ(t) (43)

with 0 = �ζ(t). Therefore, from Lemma 2 and S-procedure
[37], if (37), (39), and (40) hold, then (6) is asymptotically
stable for 0 ≤ h(t) ≤ hU , h Dl ≤ ḣ(t) ≤ h Du < 1, and
k−

i ≤ ( fi (u)/u) ≤ (k−
i + k+

i )/2.
Case 2:

(k−
i + k+

i )/2 ≤ ( fi (u) − fi (v)/u − v) ≤ k+
i .

Let us choose v = 0. It should be noted that the condition
(k−

i + k+
i )/2 ≤ ( fi (u)/u) ≤ k+

i is equivalent to
[

fi (u) −
(

k−
i + k+

i

2

)
u

]
[

fi (u) − k+
i u

]
< 0,

i = 1, . . . , n. (44)

From (44), for any positive diagonal matrices H4 =
diag{h41, . . . , h4n}, H5 = diag{h51, . . . , h5n}, and H6 =
diag{h61, . . . , h6n}, the following inequality holds:

0 ≤ ζ T (t)�bζ(t). (45)

Then, from the proof of Theorem 1, when (k−
i + k+

i )/2 ≤
( fi (u)/u) ≤ k+

i , an upper bound of V̇ can be

V̇ ≤ ζ T (t)
{
�1[ḣ(t)] + �b

}
ζ(t) (46)

with 0 = �ζ(t).
Therefore, from Lemma 2 and S-procedure [37], if (38)–

(40) hold, then (6) is asymptotically stable for 0 ≤ h(t) ≤ hU ,
h Dl ≤ ḣ(t) ≤ h Du < 1, and (k−

i + k+
i )/2 ≤ ( fi (u)/u) ≤ k+

i .
Thus, the feasibility of (37)–(40) means that (6) is asymptot-
ically stable for 0 ≤ h(t) ≤ hU , h Dl ≤ ḣ(t) ≤ h Du < 1,
and k−

i ≤ ( fi (u)/u) ≤ k+
i . This completes the proof of

Theorem 2. �
Remark 4: As mentioned in [15], the activation func-

tions of the transformed system (6) also satisfy the

condition (7). In Theorem 3, by choosing (u, v) in (7) as (x(t),
x(t − h(t))), and (x(t − h(t)), x(t − hU )) at each subintervals
k−

i ≤ ( fi (u)/u) ≤ (k−
i + k+

i )/2 and (k−
i + k+

i )/2 ≤
( fi (u)/u) ≤ k+, respectively, more information on cross
terms among the states f (x(t)), f (x(t − h(t))), f (x(t −
hU )), x(t), x(t − h(t)), and x(t − hU ) will be utilized, which
may lead to less conservative stability criteria. This idea has
not been considered earlier in the literature. Through three
numerical examples utilized in the literature, it will be shown
that the newly proposed activation condition significantly
enhances the feasible region of stability criterion by com-
paring maximum delay bounds with the results obtained by
Theorem 2.

The following matrix notations will be used in Theorem 3
for the sake of simplicity:

�a = − [e8 − e9 − (e1 − e2)Km] H7

×
[

e8 − e9 − (e1 − e2)

(
Km + K p

2

)]T

−
[

e8 − e9 − (e1 − e2)

(
Km + K p

2

)]
H7

× [e8 − e9 − (e1 − e2)Km]T

− [e9 − e10 − (e2 − e3)Km ] H8 ×
[

e9 − e10 − (e2 − e3)

(
Km + K p

2

)]T

−
[

e9 − e10 − (e2 − e3)

(
Km + K p

2

)]
H8

× [e9 − e10 − (e2 − e3)Km]T

�b = −
[

e8 − e9 − (e1 − e2)

(
Km + K p

2

)]
H9

× [
e8 − e9 − (e1 − e2)K p

]T

− [
e8 − e9 − (e1 − e2)K p

]
H9 ×

[
e8 − e9 − (e1 − e2)

(
Km + K p

2

)]T

−
[

e9 − e10 − (e2 − e3)

(
Km + K p

2

)]
H10

× [
e9 − e10 − (e2 − e3)K p

]T

− [
e9 − e10 − (e2 − e3)K p

]
H10

×
[

e9 − e10 − (e2 − e3)

(
Km + K p

2

)]T

. (47)

Now, the following theorem is the final main result.
Theorem 3: For a given positive scalar hU , any ones h Dl and

h Du with C1, diagonal matrices K p = diag{k+
1 , . . . , k+

n } and
Km = diag{k−

1 , . . . , k−
n }, (6) is asymptotically stable for 0 ≤

h(t) ≤ hU and h Dl ≤ ḣ(t) ≤ h Du < 1 if there exist positive
diagonal matrices �i = diag{λ1i , . . . , λni } (i = 1, 2, 3), �i =
diag{δ1i , . . . , δni } (i = 1, 2, 3), Hi = diag{h1i , . . . , hni }(i =
1, . . . , 10), positive definite matrices R ∈ R

5n×5n , N ∈
R

3n×3n , Q1 ∈ R
3n×3n , Q2 ∈ R

3n×3n , G ∈ R
3n×3n , Qi (i =

3, 4, 5) ∈ R
n×n , and any matrix S ∈ R

3n×3n and symmetric
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matrices Pi ∈ R
n×n (i = 1, 2), satisfying the following LMIs:

(
�⊥)T (

�1[∇k
d ] + �a + �a

) (
�⊥)

< 0 (48)
(
�⊥)T (

�1[∇k
d ] + �b + �b

) (
�⊥)

< 0 (49)
[G S

� G
]

> 0 (50)
[

Q4 P1
� Q5

]
> 0,

[
Q4 P2
� Q5

]
> 0 ∀k = 1, 2 (51)

where �1[∇k
d ], and � are defined in (15), �a and �b are in

(36), �a and �b are in (47), and �⊥ is the right orthogonal
complement of �.

Proof:
Case 1:

k−
i ≤ ( fi (u) − fi (v)/u − v) ≤ (k−

i + k+
i )/2.

For Case 1, the following conditions hold:
k−

i ≤ fi (xi (t)) − fi (xi (t − h(t)))

xi (t) − xi (t − h(t))
≤ (k−

i + k+
i )/2

k−
i ≤ fi (xi (t − h(t))) − f j (xi (t − hU ))

xi (t − h(t)) − xi (t − hU )
≤ (k−

i + k+
i )/2

i = 1, . . . , n. (52)

For i = 1, . . . , n, the above two conditions are equivalent to
[

fi (xi (t)) − fi (xi (t − h(t)) − k−
i (xi (t) − xi (t − h(t)))

]

×[
fi (xi (t)) − fi (xi (t − h(t))) −

(
k−

i + k+
i

2

)

× (xi (t) − xi (t − h(t)))
] ≤ 0 (53)[

fi (xi (t − h(t))) − fi (xi (t − hU ))

−k−
i (xi (t − h(t)) − xi (t − hU ))

]

× [ fi (xi (t − h(t))) − fi (xi (t − hU )) −
(

k−
i + k+

i

2

)

× (xi (t − h(t)) − xi (t − hU ))] ≤ 0. (54)

Therefore, for any positive diagonal matrices H7 = diag
{h7i , . . . , h7n}, and H8 = diag{h8i , . . . , h8n}, the following
inequality is satisfied:

0 ≤ −2
n∑

i=1

{
h7i [ fi (xi(t)) − fi (xi (t − h(t)))

−k−
i (xi (t) − xi (t − h(t)))]

× [ fi (xi (t)) − fi (xi (t − h(t)))

−
(

k−
i + k+

i

2

)
(xi (t) − xi (t − h(t)))]

}

−2
n∑

i=1

{
h8i [ fi (xi(t − h(t))) − fi (xi (t − hU ))

−k−
i (xi (t − h(t)) − xi (t − hU ))]

×[ fi (xi (t − h(t))) − fi (xi (t − hU ))

−
(

k−
i + k+

i

2

)
(xi (t − h(t)) − xi (t − hU ))]

}

= ζ T (t)�aζ(t). (55)

By considering (55) in Case I of Theorem 2, (48) can be
obtained.

Case 2:

(k−
i + k+

i )/2 ≤ ( fi (u) − fi (v)/u − v) ≤ k+
i .

For this case, using the similar method introduced in case 1
of Theorem 3, it can be easily checked that

0 ≤ ζ T (t)�bζ(t) (56)

holds. Thus, by considering (56) in case 2 of Theorem 2, (49)
can be obtained. This completes our proof. �

Remark 5: When ḣ(t) ≤ h D , the state ẋ(t −h(t)) cannot be
utilized as augmented vector ζ(t) by the methods presented
in the proofs of Theorems 1–3. Thus, V1 utilized in Theorems
1–3 should be modified. Also, the second term of proposed
LK functional V3 cannot be utilized since the term �2[ḣ(t)]
cannot be estimated with the constraint ḣ(t) ≤ h D . With
these considerations and based on the result of Theorem 3,
the corresponding stability criterion for C2 will be introduced
as Corollary 1.

In Corollary 1, block entry matrices ẽi (t) ∈ R
12n×n will be

used and the following notations are defined for the sake of
simplicity of matrix notation:

ζ̃ T (t) =
[

x T (t) x T (t − h(t)) x T (t − hU ) ẋ T (t)

× ẋ T (t − hU )

∫ t

t−h(t)
x T (s)ds

×
∫ t−h(t)

t−hU

x T (s)ds f T (x(t)) f T (x(t − h(t)))

× f T (x(t − hU ))

∫ t

t−h(t)
f T (x(s))ds

×
∫ t−h(t)

t−hU

f T (x(s))ds

]

�̃ = [−A 0 0 −I 0 0 0 W0 W1 0 0 0
]

α̃T (t) =
[

xT (t) x T (t−hU )
∫ t

t−hU
x T (s)ds

∫ t
t−hU

f T (x(s))ds

	̃1 = [
ẽ1 ẽ3 ẽ6 + ẽ7 ẽ11 + ẽ12

]

	̃2 = [
ẽ4 ẽ5 ẽ1 − ẽ3 ẽ8 − ẽ10

]

	̃3 = [
ẽ1 ẽ4 ẽ8

]
, 	̃4 = [

ẽ3 ẽ5 ẽ10
]

	̃6 = [
ẽ6 ẽ1 − ẽ2 ẽ11 ẽ7 ẽ2 − ẽ3 ẽ12

]

	̃a = [
ẽ1 ẽ2

]
, 	̃b = [

ẽ2 ẽ9
]

�̃1 = [̃e8 − ẽ1Km ] �1ẽT
4 + ẽ4�1 [̃e8 − ẽ1Km ]T

+ [̃
e1 K p − ẽ8

]
�1ẽT

4 + ẽ4�1
[̃
e1K p − ẽ8

]T

+ [̃e10 − ẽ3 Km] �3ẽT
5 + ẽ5�3 [̃e10 − ẽ3Km ]T

+ [̃
e3 K p − ẽ10

]
�3ẽT

5 + ẽ5�3
[̃
e3K p − ẽ10

]T

̃ = (h2
U /2)2ẽ4 Q3ẽT

4

−(hU ẽ1 − ẽ6 − ẽ7)Q3(hU ẽ1 − ẽ6 − ẽ7)
T

�̃ = hU ẽ1 Q4ẽT
1 + hU ẽ4 Q5ẽT

4 + ẽ1 P1ẽT
1

+ẽ2(−P1 + P2)̃e
T
2 − ẽ3 P2ẽT

3

�̃ = 	̃aQ1	̃
T
a − (1 − h Du)	̃bQ1	̃

T
b
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�2 = 	̃1R	̃T
2 + 	̃2R	̃T

1 + 	̃3N 	̃T
3 − 	̃4N 	̃T

4 + �̃1

+h2
U 	̃3G	̃T

3 − 	̃6

[G S
� G

]
	T

6 + ̃ + �̃. (57)

Corollary 1: For a given positive scalar hU and h Du
with C2, diagonal matrices K p = diag{k+

1 , . . . , k+
n }, and

Km = diag{k−
1 , . . . , k−

n }, (6) is asymptotically stable for
0 ≤ h(t) ≤ hU and ḣ(t) ≤ hU if there exist positive
diagonal matrices �i = diag{λ1i , . . . , λni } (i = 1, 3), �i =
diag{δ1i , . . . , δni } (i = 1, 3), Hi = diag{h1i , . . . , hni } (i =
1, . . . , 10), positive definite matrices R ∈ R

5n×5n , N ∈
R

3n×3n , G ∈ R
3n×3n , Q1 ∈ R

2n×2n Qi (i = 3, 4, 5) ∈ R
n×n ,

and any matrix S ∈ R
3n×3n and symmetric matrices Pi ∈

R
n×n (i = 1, 2), satisfying the following LMIs:

(
�̃⊥)T (

�2 + �̃a + �̃a + �̃) (
�̃⊥)

< 0 (58)
(
�̃⊥)T (

�2 + �̃b + �̃b + �̃) (
�̃⊥)

< 0 (59)
[G S

� G
]

> 0 (60)
[

Q4 P1
� Q5

]
> 0,

[
Q4 P2
� Q5

]
> 0 (61)

where �2, �̃, are defined in (57), �̃⊥ is the right orthogonal
complement of �̃, and �̃a , �̃b, �̃a , and �̃b have the same
notations defined in (36) and (47) with the block entry matrices
ẽi (t) ∈ R

12n×n (i = 1, . . . , 12).
Proof: For positive diagonal matrices �i ,�i (i = 1, 3)

and positive definite matrices R, N ,G, and Qi (i = 3, 4, 5),
let us take the LK functional candidate

V =
7∑

i=1

Vi (62)

where

V1 = α̃T (t)Rα̃(t)

V2 =
∫ t

t−hU

βT (s)Nβ(s)ds

V3 = 2
n∑

i=1

(
λ1i

∫ xi (t)

0
( fi (s) − k−

i s)ds

+δ1i

∫ xi (t)

0
(k+

i s − fi (s))ds

)

+2
n∑

i=1

(
λ3i

∫ xi (t−hU )

0
( fi (s) − k−

i s)ds

+δ3i

∫ xi (t−hU )

0
(k+

i s − fi (s))ds

)

V4 =
∫ t

t−h(t)

[
x(s)

f (x(s))

]T

Q1

[
x(s)

f (x(s))

]
ds

V5 = hU

∫ t

t−hU

∫ t

s
βT (u)Gβ(u)duds

V6 = (h2
U /2)

∫ t

t−hU

∫ t

s

∫ t

u
ẋ T (v)Q3 ẋ(v)dvduds

V7 =
∫ t

t−hU

∫ t

s
x T (u)Q4x(u)duds

TABLE I

DELAY BOUNDS hU WITH DIFFERENT h D (EXAMPLE 1)

h DMethod Condition of ḣ(t)
0.4 0.45 0.5 0.55

[24] (m = 2) 0 ≤ ḣ(t) ≤ h D 4.39 3.67 3.46 3.41

Theorem 2 [20] −h D ≤ ḣ(t) ≤ h D 4.8401 4.0626 3.8083 3.7064

[25] (m = 2) 0 ≤ ḣ(t) ≤ h D 5.2420 4.4301 4.1055 3.9231

Theorem 1 −h D ≤ ḣ(t) ≤ h D 5.0588 4.2603 4.0604 4.0185

Theorem 2 −h D ≤ ḣ(t) ≤ h D 5.3079 4.5267 4.2924 4.1903

Theorem 3 −h D ≤ ḣ(t) ≤ h D 9.7094 7.7523 6.8570 6.2977

Corollary 1 ḣ(t) ≤ h D 4.8748 4.2702 4.0551 3.9369
∗ m is delay-partitioning number

+
∫ t

t−hU

∫ t

s
ẋ T (u)Q5 ẋ(u)duds (63)

and α̃(t) are defined in (57) and β(t) are in (15).
With the augmented vector ζ̃ (t) defined in (57) and based

on the proof of Theorem 3, one can easily check that (58)–(61)
guarantee the asymptotic stability for (6). �

Finally, based on the result of Corollary 1, when information
about the upper bound of ḣ(t) is unknown, the corresponding
stability criterion will be described as Corollary 2 by choosing
Q1 = 0.

Corollary 2: For a given positive scalar hU with C3,
diagonal matrices K p = diag{k+

1 , . . . , k+
n }, and Km =

diag{k−
1 , . . . , k−

n }, (6) is asymptotically stable for 0 ≤
h(t) ≤ hU if there exist positive diagonal matrices �i =
diag{λ1i , . . . , λni } (i = 1, 3), �i = diag{δ1i , . . . , δni } (i =
1, 3), Hi = diag{h1i , . . . , hni } (i = 1, . . . , 10), positive
definite matrices R ∈ R

5n×5n , N ∈ R
3n×3n , G ∈ R

3n×3n ,
Qi (i = 3, 4, 5) ∈ R

n×n , and any matrix S ∈ R
3n×3n and

symmetric matrices Pi ∈ R
n×n (i = 1, 2), satisfying the

following LMIs:
(
�̃⊥)T (

�2 + �̃a + �̃a
) (

�̃⊥)
< 0 (64)

(
�̃⊥)T (

�2 + �̃b + �̃b
) (

�̃⊥)
< 0 (65)

[G S
� G

]
> 0 (66)

[
Q4 P1
� Q5

]
> 0,

[
Q4 P2
� Q5

]
> 0 (67)

where all the notations of (64)–(67) are the same as in
Corollary 1.

IV. NUMERICAL EXAMPLES

In this section, three numerical examples will be used to
check the feasibility and improvement of the stability criteria.

Example 1: Consider the neural networks (6) with the
parameters

A =
[

1.5 0
0 0.7

]
, W0 =

[
0.0503 0.0454
0.0987 0.2075

]

W1 =
[

0.2381 0.9320
0.0388 0.5062

]

K p = diag{0.3, 0.8}, Km = diag{0, 0}. (68)

With the condition −h D ≤ ḣ(t) ≤ h D , our results obtained
by Theorems 1–3 to the above system are shown in Table I.
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TABLE II

DELAY BOUNDS hU WITH DIFFERENT h D (EXAMPLE 2)

h DMethod Condition of ḣ(t)
0.8 0.9 unknown or ≥ 1

Theorem 2 [28] (ρ = 0.8) 0 ≤ ḣ(t) ≤ h D 2.5406 1.7273 1.5161
Theorem 1 [22] (m = 2) ḣ(t) ≤ h D 2.8654 1.9508 –
Corollary 1 [22] (m = 2) – – – 1.7809
Theorem 1 [23] (m = 2) ḣ(t) ≤ h D 2.8854 1.9631 –

Theorem 1 without V2 [23] (m = 2) – – – 1.7810
Theorem 1 [25] (m = 2) 0 ≤ ḣ(t) ≤ h D 3.0604 1.9956 –
Corollary 1 [25] (m = 2) – – – 1.7860
Theorem 1 [27] (m = 2) ḣ(t) ≤ h D 3.0640 2.0797 –
Corollary 1 [27] (m = 2) – – – 1.9207

Theorem 1 −h D ≤ ḣ(t) ≤ h D 5.4714 3.7440 –
Theorem 2 −h D ≤ ḣ(t) ≤ h D 6.5848 4.1767 –
Theorem 3 −h D ≤ ḣ(t) ≤ h D 7.5173 5.3993 –
Corollary 1 ḣ(t) ≤ h D 3.7236 2.9229 –
Corollary 2 – – – 2.9208

∗ m is delay-partitioning number

TABLE III

COMPARISON OF DELAY BOUNDS hU WITH THE RESULTS OF [29] FOR DIFFERENT h D (EXAMPLE 2)

h DMethod Condition of ḣ(t)
0.8 0.9 unknown

Theorem 1 [29] (m = 1) 0 ≤ ḣ(t) ≤ h D 3.6456 2.3361 –
Theorem 1 [29] (m = 1, P12 = P22 = 0, R = 0) − – – 1.4916

Theorem 1 [29] (m = 2) 0 ≤ ḣ(t) ≤ h D 4.6752 3.0208 –
Theorem 1 [29] (m = 2, P12 = P22 = 0, R = 0) − – – 1.7810

Theorem 1 [29] (m = 3) 0 ≤ ḣ(t) ≤ h D 5.3523 3.4668 –
Theorem 1 [29] (m = 3, P12 = P22 = 0, R = 0) − – – 1.9645

Theorem 1 [29] (m = 4) 0 ≤ ḣ(t) ≤ h D 5.7957 3.7639 –
Theorem 1 [29] (m = 4, P12 = P22 = 0, R = 0) − – – 2.0727

Theorem 1 [29] (m = 5) 0 ≤ ḣ(t) ≤ h D 6.1032 3.9696 –
Theorem 1 [29] (m = 5, P12 = P22 = 0, R = 0) − – – 2.1445

Theorem 1 0 ≤ ḣ(t) ≤ h D 5.9656 4.0364 –
Theorem 2 0 ≤ ḣ(t) ≤ h D 7.4425 4.6195 –
Theorem 3 0 ≤ ḣ(t) ≤ h D 8.6008 5.9978 –
Corollary 2 – – – 2.9208

∗ m is delay-partitioning number

TABLE IV

DELAY BOUNDS hU WITH DIFFERENT h D (EXAMPLE 3, CASE 1)

h DMethod Condition of ḣ(t)
0.1 0.5 0.9 unknown

Theorem 2 [28] (ρ = 0.6) 0 ≤ ḣ(t) ≤ h D 3.3574 2.5915 2.1306 2.0779
Proposition 2 [26] (m = 2) ḣ(t) ≤ h D 3.5546 2.6438 2.1349 –
Theorem 1 [23] (m = 2) ḣ(t) ≤ h D 3.7525 2.7353 2.2760 –

Theorem 1 without V2 [23] (m = 2) – – – – 2.1326
Theorem 1 [24] (m = 2) 0 ≤ ḣ(t) ≤ h D 3.91 2.79 2.33 –

Theorem 1 without Yi j [24] (m = 2) – – – – 2.2047
Theorem 2 [20] −h D ≤ ḣ(t) ≤ h D 3.7854 3.2229 2.6422 –
Corollary 1 [20] – – – – 2.1950

Theorem 1 −h D ≤ ḣ(t) ≤ h D 3.9269 3.4072 2.8337 –
Theorem 2 −h D ≤ ḣ(t) ≤ h D 3.9332 3.5277 3.2025 –
Theorem 3 −h D ≤ ḣ(t) ≤ h D 3.9337 3.5307 3.2627 –
Corollary 1 ḣ(t) ≤ h D 3.8102 3.1518 2.8402 –
Corollary 2 – – – – 2.8379

∗ m is delay-partitioning number

Also, when ḣ(t) ≤ h D , the corresponding results obtained
by Corollary 1 are also included in Table I. In the table,
the recent results of [20], [24], and [25] are compared with

ours. From Table I, it can be seen that Theorem 1 improves
the feasible region of stability criteria compared to those of
[20] and [24] but falls short compared to the results of [25].
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TABLE V

COMPARISON OF DELAY BOUNDS hU WITH THE RESULTS OF [29] FOR DIFFERENT h D (EXAMPLE 3, CASE 1)

h DMethod Condition of ḣ(t)
0 0.1 0.5 0.9 unknown

Theorem 1 [29] (m = 1) 0 ≤ ḣ(t) ≤ h D 3.9376 3.8682 3.5770 2.9124 −
Theorem 1 [29] (m = 1, P12 = P22 = 0, R = 0) − − − − − 2.0094

Theorem 1 [29] (m = 2) 0 ≤ ḣ(t) ≤ h D 4.5812 4.4288 4.0089 3.2900 −
Theorem 1 [29] (m = 2, P12 = P22 = 0, R = 0) − − − − − 1.7810

Theorem 1 [29] (m = 3) 0 ≤ ḣ(t) ≤ h D 4.6971 4.5328 4.0983 3.3724 −
Theorem 1 [29] (m = 3, P12 = P22 = 0, R = 0) − − − − − 2.2266

Theorem 1 [29] (m = 4) 0 ≤ ḣ(t) ≤ h D 4.7400 4.5724 4.1343 3.4066 −
Theorem 1 [29] (m = 4, P12 = P22 = 0, R = 0) − − − − − 2.2415

Theorem 1 [29] (m = 5) 0 ≤ ḣ(t) ≤ h D 4.7591 4.5906 4.1518 3.4186 −
Theorem 1 [29] (m = 5, P12 = P22 = 0, R = 0) − − − − − 2.2455

Theorem 1 0 ≤ ḣ(t) ≤ h D 4.1731 4.0551 3.9308 3.3228 −
Theorem 2 0 ≤ ḣ(t) ≤ h D 4.1840 4.1089 4.0384 3.7175 −
Theorem 3 0 ≤ ḣ(t) ≤ h D 4.1844 4.1135 4.0464 3.7768 −
Corollary 2 − − − − − 2.9208

∗ m is the delay-partitioning number

TABLE VI

DELAY BOUNDS hU WITH DIFFERENT h D (EXAMPLE 3, CASE 2)

h DMethod Condition of ḣ(t)
0 0.1 0.5 0.9 unknown

Theorem 1 [24] (m = 2) 0 ≤ ḣ(t) ≤ h D 1.9676 1.4673 infeasible infeasible −
Theorem 1 without Yi j [24] (m = 2) − − − − − infeasible

Theorem 2 [20] −h D ≤ ḣ(t) ≤ h D 2.8631 2.4707 infeasible infeasible −
Corollary 1 [20] − − − − − infeasible

Theorem 1 −h D ≤ ḣ(t) ≤ h D 2.9484 2.6305 0.6716 infeasible −
Theorem 2 −h D ≤ ḣ(t) ≤ h D 3.9862 3.7335 2.7973 1.5598 −
Theorem 3 −h D ≤ ḣ(t) ≤ h D 4.0229 3.7824 2.9955 2.1655 −
Corollary 1 ḣ(t) ≤ h D 3.7752 3.4784 2.6390 2.0649 −
Corollary 2 − − − − − 2.0609

∗ m is the delay-partitioning number

However, Theorem 2 successfully enhances the delay bounds
compared to the results mentioned in Table I. Also, the results
of Theorem 3 clearly provide lager delay bounds than those of
Theorem 2, which supports the effectiveness in reducing the
conservatism of the stability criterion.

Example 2: Consider the neural networks (6) with the
parameters

A =
[

2 0
0 2

]
, W0 =

[
1 1

−1 −1

]

W1 =
[

0.88 1
1 1

]
, K p = diag{0.4, 0.8},

Km = diag{0, 0}. (69)

For this system, by dividing the time-varying delay interval
into some subintervals, the maximum delay bounds for guar-
anteeing the asymptotic stability of the network were presented
in [28]. And by dividing delay interval into two and employing
different free-weighting matrices at each interval, improved
maximum delay bounds were obtained in [22], [23], [25], and
[27] when h D is 0.8, 0.9, and unknown. By application of The-
orems 1–3 and Corollaries 1 and 2, our obtained delay bounds
and the detailed comparisons with those [25] and [27] are
given in Table II. From Table II, Theorem 1 clearly shows less
conservatism compared to the results of [22], [23], [25], [27],

and [28] in spite of not utilizing the delay-partitioning tech-
nique. Furthermore, Theorems 2 and 3 and Corollaries 1 and 2
also verify the effectiveness in improvement of feasible region.
In Table III, when 0 ≤ ḣ(t) ≤ h D , another comparison of our
results with those of [29] which utilized delay-partitioning
approach is shown. Except the results of Theorem 1 when
h D = 0.8, all other results obtained by applying the proposed
methods give larger delay bounds than those of [29].

Example 3: Consider the neural networks (6) where

A =

⎡
⎢⎢⎣

1.2769 0 0 0
0 0.6231 0 0
0 0 0.9230 0
0 0 0 0.4480

⎤
⎥⎥⎦

W0 =

⎡
⎢⎢⎣

−0.0373 0.4852 −0.3351 0.2336
−1.6033 0.5988 −0.3224 1.2352
0.3394 −0.0860 −0.3824 −0.5785

−0.1311 0.3253 −0.9534 −0.5015

⎤
⎥⎥⎦

W1 =

⎡
⎢⎢⎣

0.8674 −1.2405 −0.5325 0.0220
0.0474 −0.9164 0.0360 0.9816
1.8495 2.6117 −0.3788 0.8428

−2.0413 0.5179 1.1734 −0.2775

⎤
⎥⎥⎦

K p = diag{0.1137, 0.1279, 0.7994, 0.2368}. (70)
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In Table IV, when Km = diag{0, 0, 0, 0} (Case 1), the
comparison results on the maximum delay bound allowed via
the methods in recent works [20], [23], [24], [26], [28] are
presented. From Table IV, it can be seen that Theorem 1
provides larger delay bounds than the existing ones. Also, the
obtained results of Theorems 2 and 3 show that the proposed
ideas in Theorems 2 and 3 significantly enhance the feasible
region of stability criterion compared to those of Theorem 1.
And the results of Corollaries 1 and 2 also enhance the feasible
region of stability condition compared to those of [23] when
ḣ(t) ≤ h D and h D is unknown, respectively. In Table V, when
0 ≤ ḣ(t) ≤ h D , another comparison of our results with those
of [29] which utilized delay-partitioning approach is shown.
For the case when h D is 0.9 and unknown, all the results
obtained by applying the proposed methods give larger delay
bounds than those of [29]. When h D is less than 0.5, the
results of Theorems 2 and 3 are larger than those of [29] with
the delay-partitioning number 2. When the delay-partitioning
number is larger than 2 in [29], the delay bounds of [29] with
h D = 0 and h D = 0.1 are larger than our results. It should
be noted that, based on the proposed methods, if the delay-
partitioning approach is used, then the corresponding delay
bounds become large, which will be a future research topic.
Lastly, when Km = diag{−0.4, −0.1, −0.2, −0.3}(Case 2),
some comparisons of maximum delay bounds are conducted in
Table VI, which shows that the proposed methods significantly
increase the feasible region of stability compared to those of
[20] and [24].

V. CONCLUSION

In this paper, some delay-dependent stability criteria for
neural networks with time-varying delays in which both the
upper and lower bounds of delay-derivative were presented. In
Theorem 1, by constructing the new augmented LK functional
and utilizing some recent results introduced in [33] and
[34], the sufficient condition for guaranteeing the asymptotic
stability of neural network having time-varying delays in (6)
was derived. Based on the results of Theorem 1, by proposing
the new idea of dividing the bounding of activation functions
into two, an improved stability criterion was proposed in The-
orem 2. Also, by constructing new inequalities of activation
functions, a further improved stability criterion was presented
in Theorem 3. When ḣ(t) ≤ h D and h D are unknown, the cor-
responding stability conditions were proposed in Corollaries
1 and 2, respectively. Via three numerical examples available
in the literature, the improvement of the proposed stability
criteria was successfully verified.

REFERENCES

[1] L. O. Chua and L. Yang, “Cellular neural networks: Applications,” IEEE
Trans. Circuits Syst., vol. 35, no. 10, pp. 1273–1290, Oct. 1988.

[2] A. Cichocki and R. Unbehauen, Neural Networks for Optimization and
Signal Processing. Hoboken, NJ: Wiley, 1993.

[3] G. Joya, M. A. Atencia, and F. Sandoval, “Hopfield neural networks for
optimization: Study of the different dynamics,” Neurocomputing, vol. 43,
nos. 1–4, pp. 219–237, 2002.

[4] W. J. Li and T. Lee, “Hopfield neural networks for affine invariant
matching,” IEEE Trans. Neural Netw., vol. 12, no. 6, pp. 1400–1410,
Nov. 2001.

[5] T. Ensari and S. Arik, “Global stability of a class of neural networks with
time-varying delay,” IEEE Trans. Circuits Syst. II, Exp. Briefs, vol. 52,
no. 3, pp. 126–130, Mar. 2005.

[6] O. Faydasicok and S. Arik, “Robust stability analysis of a class of neural
networks with discrete time delays,” Neural Netw., vols. 29–30, pp. 52–
59, May 2012.

[7] S. Xu, J. Lam, and D. W. C. Ho, “Novel global robust stability criteria
for interval neural networks with multiple time-varying delays,” Phys.
Lett. A, vol. 342, no. 4, pp. 322–330, 2005.

[8] O. M. Kwon and J. H. Park, “Exponential stability for uncertain cellular
neural networks with discrete and distributed time-varying delays,” Appl.
Math. Comput., vol. 203, no. 2, pp. 813–823, 2008.

[9] O. M. Kwon and J. H. Park, “New delay-dependent robust stability
criterion for uncertain neural networks with time-varying delays,” Appl.
Math. Comput., vol. 205, no. 1, pp. 417–427, 2008.

[10] P. Balasubramaniam and S. Lakshmanan, “Delay-range dependent sta-
bility criteria for neural networks with Markovian jumping parameters,”
Nonlinear Anal., Hybrid Syst., vol. 3, no. 4, pp. 749–756, 2009.

[11] P. Balasubramaniam, S. Lakshmanan, and R. Rakkiyappan, “Delay-
interval dependent robust stability criteria for stochastic neural networks
with linear fractional uncertainties,” Neurocomputing, vol. 72, nos. 16–
18, pp. 3675–3682, 2009.

[12] K. Mathiyalagan, R. Sakthivel, and S. M. Anthoni, “New robust passivity
criteria for stochastic fuzzy BAM neural networks with time-varying
delays,” Commun. Nonlinear Sci. Numer. Simul., vol. 17, no. 3, pp.
1392–1407, 2012.

[13] Z. G. Wu, P. Shi, H. Su, and J. Chu, “Stability and dissipativity analysis
of static neural networks with time delay,” IEEE Trans. Neural Netw.
Learn. Syst., vol. 23, no. 2, pp. 199–210, Feb. 2012.

[14] Z. G. Wu, J. Lam, P. Shi, H. Su, and J. Chu, “Stability analysis for
discrete-time Markovian jump neural networks with mixed time-delays,”
Expert Syst. Appl., vol. 39, no. 6, pp. 6174–6181, Feb. 2012.

[15] Y. Liu, Z. Wang, and X. Liu, “Global exponential stability of generalized
recurrent neural networks with discrete and distributed delays,” Neural
Netw., vol. 19, no. 5, pp. 667–675, 2006.

[16] K. Mathiyalagan, R. Sakthivel, and S. M. Anthoni, “Exponential stability
result for discrete-time stochastic fuzzy uncertain neural networks,”
Phys. Lett. A, vol. 376, nos. 8–9, pp. 901–912, 2012.

[17] M. Wu, F. Liu, P. Shi, Y. He, and R. Yokoyama, “Exponential stability
analysis for neural networks with time-varying delay,” IEEE Trans. Syst.,
Man Cybern. B, Cybern., vol. 38, no. 4, pp. 1152–1156, Aug. 2008.

[18] H. Zhang, Z. Wang, and D. Liu, “Global asymptotic stability of recurrent
neural networks with multiple time-varying delays,” IEEE Trans. Neural
Netw., vol. 19, no. 5, pp. 855–873, May 2008.

[19] X. L. Zhu and G. H. Yang, “New delay-dependent stability results for
neural networks with time-varying delay,” IEEE Trans. Neural Netw.,
vol. 19, no. 10, pp. 1783–1791, Oct. 2008.

[20] O. M. Kwon, J. W. Kwon, and S. H. Kim, “New results on stability
criteria for neural networks with time-varying delays,” Chin. Phys. B,
vol. 20, no. 5, pp. 050505-1–050505-5, 2011.

[21] T. Li, W. X. Zheng, and C. Lin, “Delay-slope-dependent stability results
of recurrent neural networks,” IEEE Trans. Neural Netw., vol. 22, no. 12,
pp. 2138–2143, Dec. 2011.

[22] Y. Zhang, D. Yue, and E. Tian, “New stability criteria of neural networks
with interval time-varying delays: A piecewise delay method,” Appl.
Math. Comput., vol. 208, no. 1, pp. 249–259, 2009.

[23] O. M. Kwon and J. H. Park, “Improved delay-dependent stability
criterion for neural networks with time-varying delays,” Phys. Lett. A,
vol. 373, no. 5, pp. 529–535, Jan. 2009.

[24] J. Tian and X. Xie, “New asymptotic stability criteria for neural networks
with time-varying delay,” Phys. Lett. A, vol. 374, no. 7, pp. 938–943,
2010.

[25] J. Tian and S. Zhong, “Improved delay-dependent stability criterion for
neural networks with time-varying delay,” Phys. Lett. A, vol. 373, no. 5,
pp. 529–535, 2009.

[26] S.-P. Xiao and X.-M. Zhang, “New globally asymptotic stability criteria
for delayed cellular neural networks,” IEEE Trans. Circuits Syst. II, Exp.
Briefs, vol. 56, no. 8, pp. 659–663, Aug. 2009.

[27] Y. Wang, C. Yang, and Z. Zuo, “On exponential stability analysis
for neural networks with time-varying delays and general activation
functions,” Commun. Nonlinear Sci. Numer. Simul., vol. 17, no. 3, pp.
1447–1459, 2012.

[28] H. Zhang, Z. Liu, G.-B. Huang, and Z. Wang, “Novel weighting-delay-
based stability criteria for recurrent neural netowrks with time-varying
delay,” IEEE Trans. Neural Netw., vol. 21, no. 1, pp. 91–106, Jan. 2010.



KWON et al.: STABILITY FOR NNs WITH TIME-VARYING DELAYS VIA SOME NEW APPROACHES 193

[29] C.-D. Zheng, H. Zhang, and Z. Wang, “An augmented LKF approach
involving derivative information of both state and delay,” IEEE Trans.
Neural Netw., vol. 21, no. 7, pp. 1100–1109, Jul. 2010.

[30] C.-D. Zheng, Q.-H. Shan, and Z. Wang, “Novel stability criterion for
cellular neural networks: An improved Gu’s discretized LKF approach,”
J. Franklin Inst., vol. 349, no. 1, pp. 25–41, 2012.

[31] M. Morita, “Associative memory with nonmonotone dynamics,” Neural
Netw., vol. 6, no. 1, pp. 115–126, 1993.

[32] Y. Ariba and F. Gouaisbaut, “An augmented model for robust stability
analysis of time-varying delay systems,” Int. J. Control, vol. 82, no. 9,
pp. 1616–1626, 2009.

[33] P. G. Park, J. W. Ko, and C. Jeong, “Reciprocally convex approach
to stability of systems with time-varying delays,” Automatica, vol. 47,
no. 1, pp. 235–238, 2011.

[34] S. H. Kim, P. Park, and C. Jeong, “Robust H∞ stabilisation of networked
control systems with packet analyser,” IET Control Theory Appl., vol. 4,
no. 9, pp. 1828–1837, Sep. 2010.

[35] I. E. Köse, F. Jabbari, and W. E. Schmitendorf, “A direct characterization
of L2-gain controllers for LPV systems,” IEEE Trans. Auto. Control,
vol. 43, no. 9, pp. 1302–1307, Sep. 1998.

[36] K. Gu, “An integral inequality in the stability problem of time-delay
systems,” in Proc. IEEE Conf. Decision Control, Dec. 2000, pp. 2805–
2810.

[37] S. Boyd, L. E. Ghaoui, E. Feron, and V. Balakrishnan, Linear Matrix
Inequalities in Systems and Control Theory. Philadelphia, PA: SIAM,
1994.

[38] R. E. Skelton, T. Iwasaki, and K. M. Grigoradis, A Unified Algebraic
Approach to Linear Control Design. New York: Taylor & Francis, 1997.

[39] Z.-G. Wu, J. H. Park, H. Su, and J. Chu, “New results on exponential
passivity of neural networks with time-varying delays,” Nonlinear Anal.-
Real World Appl., vol. 13, no. 4, pp. 1593–1599, 2012.

Oh-Min Kwon received the B.S degree in electronic
engineering from Kyungbuk National University,
Daegu, Korea, and the Ph.D. degree in electrical and
electronic engineering from the Pohang University
of Science and Technology, Pohang, Korea, in 1997
and 2004, respectively.

He was a Senior Researcher with the Mechatronics
Center, Samsung Heavy Industries, Daejeon, Korea,
from 2004 to 2006. He is currently an Associate
Professor with the School of Electrical Engineering,
Chungbuk National University, Cheongju, Korea. He

has authored or co-authored a number of papers. His current research interests
include time-delay systems, cellular neural networks, robust control and
filtering, large-scale systems, secure communication through synchronization
between two chaotic systems, complex dynamical networks, multiagent sys-
tems, and so on.

Prof. Kwon is a member of KIEE, ICROS, and IEEK. He has been an
Editorial Member of KIEE and Nonlinear Analysis: Hybrid Systems since
2011.

Myeong-Jin Park received the B.S. and M.S.
degrees from the Department of Electrical Engi-
neering, Chungbuk National University, Cheongju,
Korea, in 2009 and 2011, respectively, where he is
currently pursuing the Ph.D. degree.

His current research interests include complex net-
works, consensus of multiagent systems, and control
of time-delay systems.

Sang-Moon Lee received the B.S. degree in elec-
tronic engineering from Gyeongbuk National Uni-
versity, Daegu, Korea, and the M.S. and Ph.D.
degrees from the Department of Electronic Engineer-
ing, Pohang University of Science and Technology,
Pohang, Korea.

He is currently an Assistant Professor with the
Division of Electronic Engineering, Daegu Univer-
sity, Daegu. His current research interests include
robust control theory, nonlinear systems, and model
predictive control and its industrial applications.

Ju H. Park received the B.S. and M.S. degrees in
electronics engineering from Kyungpook National
University, Daegu, Korea, in 1990 and 1992, respec-
tively, and the Ph.D. degree in electronics and
electrical engineering from the Pohang University
of Science and Technology (POSTECH), Pohang,
Korea, in 1997.

He was a Research Associate with ERC-ARC,
POSTECH. In 2000, he joined Yeungnam Univer-
sity, Kyongsan, Korea, from 1997 to 2000, where
he is currently the Chunma Chair Professor. From

2006 to 2007, he was a Visiting Professor with the Department of Mechanical
Engineering, Georgia Institute of Technology, Atlanta. He has authored or co-
authored a number of papers in journals and conferences. His current research
interests include robust control and filtering, neural networks, complex net-
works, and chaotic systems.

Prof. Park serves as an Editor of the International Journal of Control,
Automation and Systems. He is an Associate Editor or an Editorial Board
Member of several international journals, including Applied Mathematics and
Computation, the Journal of The Franklin Institute, and the Journal of Applied
Mathematics and Computing.

Eun-Jong Cha received the B.S. degree in elec-
tronic engineering from Seoul National University,
Seoul, Korea, in 1980, and the Ph.D. degree in bio-
medical engineering from the University of Southern
California, Los Angeles, in 1987.

He is currently a Professor and the Chair of
the Biomedical Engineering Department, Chungbuk
National University, Cheongju, Korea. He founded
a venture company, CK International Co., in 2000,
where he is the President. From 2005 to 2006,
he was the Director of Planning and Management,

Chungbuk National University. His current research interests include biomed-
ical transducers, cardiopulmonary instrumentation, and intelligent biomedical
systems.

Prof. Cha is a member of the KOSOMBE, KSS, KOSMI, IEEK, and KIEE.
He has been the Vice President of the Korean Intellectual Patent Society since
2004.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


