
Applied Mathematics and Computation 161 (2005) 423–432

www.elsevier.com/locate/amc
On design of dynamic output
feedback controller for GCS of
large-scale systems with delays

in interconnections:
LMI optimization approach

Ju H. Park

School of Electrical Engineering and Computer Science, Yeungnam University,

214-1 Dae-Dong, Kyongsan 712-749, Republic of Korea
Abstract

This paper considers the dynamic output feedback controller design problem for

decentralized guaranteed cost stabilization (GCS) of large-scale systems with time de-

lays in subsystem interconnections. Based on the Lyapunov method, a linear matrix

inequality (LMI) convex optimization problem is formulated to find the controller

which guarantees the asymptotic stability and minimizes the upper bound of a given

quadratic cost function.
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1. Introduction

A large-scale dynamical system can be usually characterized by a large

number of variables representing the system, a strong interaction between

subsystem variables, and a complex interaction between subsystems [6,11].

Also, time delays are often encountered in large-scale systems because of
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computation data, measurement of system variables, and signal transmission

between subsystems. The existence of the delay is frequently a source of
instability and poor performance. Therefore, the stabilization problem of

large-scale system with time-delay has been one of the most popular research

topics in control systems during the last decades (see [5,7,8,12,13] and reference

therein). However, no further design method is investigated to select a par-

ticular controller amongst all the admissible stabilizing controller. One way to

address this performance problem is to consider a linear quadratic cost func-

tion. This approach is the so-called GCS [2,3,9,14]. Up to date, unfortunately,

the topic of GCS for large-scale systems has been received very little attention.
This paper considers a class of large-scale systems with delays in subsystem

interconnections. Using the Lyapunov method and LMI approach, the design

method of a dynamic output feedback controller for GCS of the system, which

makes the closed-loop system asymptotically stable and guarantees an ade-

quate level of performance, is presented. Existence criteria of the controller for

GCS are derived in terms of LMIs. The LMIs can be easily solved by various

efficient convex optimization algorithms [1].

Notations. Through the paper, Rn denotes the n dimensional Euclidean
space, Rn�m is the set of all n� m real matrices, and I is the identity matrix with

appropriate dimensions. diagf� � �g denotes the block diagonal matrix. H de-

notes the symmetric part. For X 2 Rn�n, the notation X > 0 ðX < 0Þ means

that matrix X is symmetric and positive-definite (negative-definite).
2. Problem formulation

Consider a class of large-scale system composed of n interconnected sub-

systems described by
_xiðtÞ ¼ AixiðtÞ þ
Xn
j 6¼i
Aijxjðt � hijÞ þ BiuiðtÞ;

yiðtÞ ¼ CixiðtÞ; i ¼ 1; 2; . . . ; n;

ð1Þ
where xiðtÞ 2 Rni is the state vector, uiðtÞ 2 Rmi is the control vector, yiðtÞ 2 Rqi is
the output vector, the time-delays hij are the positive constants, and the system

matrices Ai, Bi, Ci, and Aij are of appropriate dimensions. It is assumed that the
triple (Ai, Bi, Ci), i ¼ 1; . . . ;N ; is stabilizable and detectable.

In order to stabilize system (1), let us consider the following dynamic output

feedback controller for subsystem i:
_niðtÞ ¼ AciniðtÞ þ BciyiðtÞ;
uiðtÞ ¼ CciniðtÞ; nið0Þ ¼ 0;

ð2Þ
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where niðtÞ 2 Rni , and Aci;Bci, and Cci are constant matrices of appropriate

dimensions to be determined later.
The performance index associated with subsystem i is the following qua-

dratic function:
Ji ¼
Z 1

0

ðxTi ðtÞQixiðtÞ þ uTi ðtÞRiuiðtÞÞdt; ð3Þ
where Qi 2 Rni�ni and Ri 2 Rmi�mi are given positive-definite matrices.

Applying the controller (2) to the system (1) results in the closed-loop system
_ziðtÞ ¼ AiziðtÞ þ
Xn
j¼1;j 6¼i

Aijzjðt � hijÞ; ð4Þ
where for i ¼ 1; 2; . . . ; n,
Ai ¼
Ai BiCci
BciCi Aci

� �
; Aij ¼

Aij 0

0 0

� �
; ziðtÞ ¼

xiðtÞ
niðtÞ

� �
: ð5Þ
The corresponding closed-loop cost function is
Ji ¼
Z 1

0

zTi ðtÞ
Qi 0

0 CT
ciRiCci

� �
ziðtÞdt 

Z 1

0

zTi ðtÞQiziðtÞdt: ð6Þ
Here, the objective of this paper is to develop a procedure to design a dynamic

output feedback controller (2) for system (1) and performance index (3), such

that the resulting closed-loop system is asymptotically stable and the closed-

loop value of the cost function (3) satisfies Ji6 JHi , where JHi is some specified

constant.

Definition 1. For the dynamic system (1) and cost function (3), if there exist a

control law uHi ðtÞ and a positive constant JHi such that for all admissible delays,

the closed-loop system (4) is asymptotically stable and the closed-loop value of

the cost function (3) satisfies Ji6 JHi , then JHi is said to be a guaranteed cost and

uHi ðtÞ is said to be a guaranteed cost control law of subsystem i and its cor-

responding cost function (3).

Before proceeding further, we will give a well-known fact.

Fact 2 (Schur complement). Given constant symmetric matrices R1, R2, R3

where R1 ¼ RT
1 and 0 < R2 ¼ RT

2 , then R1 þ RT
3 R

�1
2 R3 < 0 if and only if
R1 RT
3

R3 �R2

� �
< 0 or

�R2 R3

RT
3 R1

� �
< 0:
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3. Controller design

In this section, two criteria for the existence of a dynamic output feedback

controller (2) for GCS of system (1), will be derived using the Lyapunov theory

and LMI convex optimization technique.

The following is a main result of the paper.

Theorem 3. For given Qi > 0;Ri > 0 and hij > 0, there exists a dynamic output
feedback controller (2) for system (1) if there exist positive-definite matrices Si,
Yi, bXi, and matrices bAi, bBi, bCi satisfying the following LMIs:
Xi1 aYi YiQi bCT
i Ri Xi2 Adi

H �I 0 0 0 0

H H �Qi 0 0 0

H H H �Ri 0 0

H H H H Xi3 SiAdi
H H H H H �I

26666664

37777775 < 0; ð7Þ

Yi I
H Si

� �
> 0 for i ¼ 1; 2; . . . ; n; ð8Þ
where
a ¼
ffiffiffiffiffiffiffiffiffiffiffi
n� 1

p
;

Adi ¼
XN
j 6¼i
AijAT

ij

 !1=2

;

Xi1 ¼ AiYi þ YiAT
i þ Bi bCi þ bCT

i B
T
i þ ðn� 1ÞbXi;

Xi2 ¼ Ai þ bAT
i þ a2Yi þ YiQi;

Xi3 ¼ SiAi þ AT
i Si þ CT

i
bBT
i þ bBiCi þ a2I þ Qi:

ð9Þ
Then, the upper bound of cost function for subsystem i is
Ji6 xTi ð0ÞSixð0Þ þ
Xn
j¼1;j 6¼i

Z 0

�hij
xTj ðsÞxjðsÞds,JHi : ð10Þ
Proof. Consider a Lyapunov function for system (4)
V ¼
Xn
i¼1

Vi 
Xn
i¼1

zTi ðtÞPiziðtÞ
 

þ
Xn
j¼1;j 6¼i

Z t

t�hij
zTj ðsÞzjðsÞds

!
;

where Pi > 0, i ¼ 1; 2; . . . ; n.
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The time derivative of V along with the solution of (4) is
_V ¼
Xn
i¼1

_Vi ¼
Xn
i¼1

zTi ðtÞðA
T

i Pi

(
þ PiAiÞziðtÞ þ 2zTi ðtÞPi

Xn
j¼1;j 6¼i

Aijzjðt � hijÞ

þ
Xn
j¼1;i6¼j

ðzTj ðtÞzjðtÞ � zTj ðt � hijÞzjðt � hijÞÞ
)
: ð11Þ
Note that
Xn
i¼1

Xn
j¼1;j 6¼i

zTj ðtÞzjðtÞ  ðn� 1Þ
Xn
i¼1

zTi ðtÞziðtÞ: ð12Þ
Using the known fact that
abT þ baT 6 eaaT þ e�1bbT; e > 0
for any vectors a; b, we obtain
2
XN
i¼1

zTi ðtÞPi
XN
j 6¼i
Aijzjðt � hijÞ6

XN
i¼1

zTi ðtÞPiAdiA
T

diPiziðtÞ
 

þ
XN
j 6¼i
zTj ðt � hijÞzjðt � hijÞ

!
; ð13Þ
where
Adi ¼
Adi 0

0 0

� �
:

Thus, we have
_V 6

XN
i¼1

zTi ðtÞMiziðtÞ �
Xn
i¼1

zTi ðtÞQiziðtÞ; ð14Þ
where Mi ¼ A
T

i Pi þ PiAi þ PiAdiA
T

diPi þ ðn� 1ÞI þ Qi.
Therefore, if Mi < 0 for all i, there exists the positive scalars ci such that
_V 6 �
Xn
i¼1

zTi ðtÞQiziðtÞ6 �
Xn
i¼1

cikxiðtÞk
2
; ð15Þ
which guarantees the asymptotic stability of the system by Lyapunov stability

theory.
By Fact 2, the inequality, Mi < 0, is equivalent to the following inequality:
Mi  A
T

i Pi þ PiAi þ ðn� 1ÞI þ Qi PiAdi
H �I

� �
< 0 for i ¼ 1; 2; . . . ; n:

ð16Þ
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Note that in matrix Mi, the matrices Pi and the controller parameters Aci;Bci
and Cci, which included in the matrix Ai, are unknown. In the following, we will
use a method of changing variables such that the inequality can be solved as

convex optimization algorithms [10].

First, partition the matrix Pi and its inverse as
Pi ¼
Si Ni
NT
i Ui

� �
; P�1 ¼ Yi Mi

MT
i Wi

� �
; ð17Þ
where Si; Yi 2 Rni�ni are positive definite matrices, and Mi and Ni are invertible

matrices. Note that the equality P�1
i Pi ¼ I gives that
MiNT
i ¼ I � YiSi: ð18Þ
Define
Fi1 ¼
Yi I
MT
i 0

� �
; Fi2 ¼

I Si
0 NT

i

� �
: ð19Þ
Then, it follows that
PiFi1 ¼ Fi2; F T
i1PiFi1 ¼ F T

i1Fi2 ¼
Yi I
I Si

� �
> 0: ð20Þ
Next, postmultiplying and premultiplying the matrix inequality, Mi < 0, by

the matrix diagfF T
i1 ; Ig and by its transpose, respectively, gives
F T
i2AiFi1 þ F T

i1A
T

i Fi2 þ F T
i1 ððn� 1ÞI þ QiÞFi1 F T

i2Adi
H �I

� �
< 0: ð21Þ
By utilizing relations (17)–(20), it can be easily obtained that the inequality

(21) is modified to
ð1; 1Þ ð1; 2Þ ð1; 3Þ 0

H ð2; 2Þ ð2; 3Þ 0

H H �I 0

H H H �I

26664
37775 < 0; ð22Þ
where
ð1; 1Þ ¼ AiYi þ YiAT
i þ BiCciMT

i þMiCT
ciB

T
i þ ðn� 1ÞYiYi þ YiQiYi

þ ðn� 1ÞMiMT
i þMiCT

ciRiCciM
T
i ;

ð1;2Þ ¼ Aiþ YiAT
i SiþMiCT

ciB
T
i Siþ YiCT

i B
T
ciN

T
i þMiAT

ciN
T
i þðn� 1ÞYiþ YiQi;



J.H. Park / Appl. Math. Comput. 161 (2005) 423–432 429
ð1; 3Þ ¼ Adi;

ð2; 2Þ ¼ SiAi þ NiBciCi þ AT
i Si þ CT

i B
T
ciN

T
i þ ðn� 1ÞI þ Qi;

ð2; 3Þ ¼ SiAdi:
By defining a new set of variables as follows:
bAi ¼ SiAiYi þ SiBi bCi þ bBiCiYi þ NiAciMT
i ;bBi ¼ NiBci;bCi ¼ CciMT

i ;bXi ¼ MiMT
i :

ð23Þ
The inequality (22) is simplified to the following inequality:
Xi1 þ ðn� 1ÞYiYi þ YiQiYi þ bCT
i Ri bCi Xi2 Adi 0

H Xi3 SiAdi 0

H H �I 0

H H H �I

266664
377775 < 0; ð24Þ
where Xi1, Xi2, and Xi3 are defined in (9).
By Fact 2 (Schur complement), the inequality (24) is equivalent to the LMI

(7).

On the other hand, from (15) we have
_Vi 6 � zTi ðtÞQiziðtÞ: ð25Þ
Integrating both sides of the above inequality from 0 to Tf leads to
Z Tf

0

zTi ðtÞQiziðtÞ < V ð0Þ � V ðTf Þ: ð26Þ
Since the asymptotic stability of the system has already been established, we

conclude that V ðTf Þ ! 0 as t! 1. Hence we have
Ji6 zTi ð0ÞPizið0Þ þ
Xn
j¼1;j 6¼i

Z 0

�hij
zTj ðsÞzjðsÞds

¼ xTi ð0ÞSixð0Þ þ
Xn
j¼1;j 6¼i

Z 0

�hij
xTj ðsÞxjðsÞds ¼ JHi : ð27Þ
This completes the proof. h
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Theorem 3 presents a method of designing a dynamic output feedback

controller for GCS of system (1). In the following, we will present a method of
selecting the optimal controller minimizing the upper bound of the guaranteed

cost (10).

Theorem 4. Consider the system (1) with cost function (3). For all i, if the fol-
lowing LMI optimization problem,
min
bi;bXi ;bAi;bBi ;bCi ;Yi ;Si bi ð28Þ

subject to

ðiÞ LMIsð7Þ and ð8Þ; ð29Þ

ðiiÞ
�bi xTi ð0ÞSi
H �Si

� �
< 0; ð30Þ
has the solution set (bi, bXi, bAi, bBi, bCi, Yi, Si), the controller (2) is the optimal
dynamic output feedback controller which ensures the minimization of the
guaranteed cost (10) of the system. The optimal cost of each subsystem is
JHi ¼ bi þ Ui, where Ui ¼

Pn
j¼1;j 6¼i

R 0

�hij x
T
j ðsÞxjðsÞds.

Proof. By Theorem 3, (i) in the optimization problem (28) is clear, and from

Fact 2 (ii) is equivalent to xTi ð0ÞSixið0Þ < bi. So, it follows from (10) that
JHi ¼ bi þ Ui. Thus, the minimization of bi implies the minimization of the

guaranteed cost (10). It is well-known that the convexity of the LMI optimi-

zation problem ensures that a global optimum, when it exists, is reachable. This

completes the proof. h.

Remark 5. The problem of Theorems 3 and 4 is to determine whether the

problem is feasible or not. It is called the feasibility problem. The solutions of

the problem can be found by solving eigenvalue problem for variables, which is
a convex optimization problem. Various efficient convex optimization algo-

rithms can be used to check whether the LMIs is feasible. A well-known LMI

solver is the Matlab�s LMI Control Toolbox [4], which implements state-of-

the-art interior-point algorithms, which is significantly faster than classical

convex optimization algorithms [1].

Remark 6. Given any solution of the LMIs in Theorem 4, a corresponding

controller of the form (2) will be constructed as follows:

• Using the solution bXi, compute the invertible matrices Mi satisfying the rela-

tion bXi ¼ MiMT
i .

• Using the matrix Mi, compute the invertible matrix Ni satisfying (18).
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• Utilizing the matrices Mi and Ni obtained above, solve the system of equa-

tions (23) for Bci, Cci and Aci (in this order).

Remark 7. Uncertainties in system (1) are not considered for simplicity.

However, the results obtained can be easily generalized to system with

uncertainties.
4. Conclusions

In this paper, the design problem of output feedback controller for GCS of a

class of large-scale systems with delays in subsystem interconnections has been

investigated by using the Lyapunov method. Two criteria for GCS have been

presented in terms of LMIs. The LMIs can be easily solved by various efficient

convex optimization algorithms.
References

[1] S. Boyd, L. El Ghaoui, E. Feron, V. Balakrishnan, Linear Matrix Inequalities in System and

Control Theory, SIAM, Philadelphia, 1994.

[2] S.S.L. Chang, T.K.C. Peng, Adaptive guaranteed cost control of systems with uncertain

parameters, IEEE Transactions on Automatic Control 17 (1972) 474–483.

[3] S.H. Esfahani, I.R. Petersen, An LMI approach to output-feedback-guaranteed cost control

for uncertain time-delay systems, International Journal of Robust and Nonlinear Control 10

(2000) 157–174.

[4] P. Gahinet, A. Nemirovskii, A. Laub, M. Chilali, LMI Control Toolbox, MathWorks, Matick,

MA, 1995.

[5] N. Karcanias, D.R. Wilson, Decentralized diagonal dynamic stabilization of linear multivar-

iable systems, Linear Algebra and its Applications 121 (1989) 455–474.

[6] M. Mahmoud, M. Hassen, M. Darwish, Large-Scale Control Systems: Theories and

Techniques, Marcel-Dekker, New York, 1985.

[7] J.H. Park, Robust nonfragile decentralized controller design for uncertain large scale

interconnected systems with time-delays, Journal of Dynamic Systems, Measurement, and

Control 123 (2002) 332–336.

[8] J.H. Park, Robust decentralized stabilization of uncertain large-scale discrete-time systems

with delays, Journal of Optimization Theory and Applications 113 (2002) 105–119.

[9] J.H. Park, Robust guaranteed cost control for uncertain linear differential systems of neutral

type, Applied Mathematics and Computation 140 (2003) 523–535.

[10] C. Scherer, P. Gahinet, M. Chilali, Multiobjective output-feedback control via LMI

optimization, IEEE Transactions on Automatic Control 42 (1997) 896–911.

[11] D. Siljak, Large-Scale Dynamic Systems: Stability and Structure, North Holland, Amsterdam,

1978.

[12] H.S. Wu, Decentralized stabilizing state feedback controllers for a class of large-scale systems

including state delays in the interconnections, Journal of Optimization Theory and

Applications 100 (1999) 59–87.



432 J.H. Park / Appl. Math. Comput. 161 (2005) 423–432
[13] J.J. Yan, J.S.H. Tsai, F.C. Kung, Robust stabilization of large-scale systems with nonlinear

uncertainties via decentralized state feedback, Journal of the Franklin Institute 335 (1998) 951–

961.

[14] L. Yu, J. Chu, An LMI approach to guaranteed cost control of linear uncertain time-delay

systems, Automatica 35 (1999) 1155–1159.


	On design of dynamic output feedback controller for GCS of large-scale systems with delays in interconnections: LMI optimization approach
	Introduction
	Problem formulation
	Controller design
	Conclusions
	References


